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Abstract

Nested designs were performed in order to execute a ruggedness test according to the United States Pharmacopeia
definition for ruggedness, in which mainly non-procedure related factors are examined. Several nested designs have
been executed on a high performance liquid chromatography assay to determine tetracycline and related substances
in bulk samples of tetracycline. Factors such as different laboratories, analysts, instruments, columns, days and
batches were examined. The interpretation methods described in the literature were found to cause problems. In these
methods the variances of the examined factors are estimated from the calculated mean square values and from the
equation for the expected mean squares. Very frequently, negative variance estimates were obtained. Their absolute
values were found to be dependent on the influence of the factor examined below it in the design, on the examined
response. Therefore an alternative interpretation method for nested designs, based on pooled variances, was proposed
and found to be appropriate to use for ruggedness testing purposes. Both approaches, the one from the literature and
the one proposed here, were tested on simulated data coming from a nested design with four factors and on the
experimentally measured data. © 1999 Elsevier Science B.V. All rights reserved.
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1. Introduction

In the United States Pharmacopeia (USP) [1,2]
ruggedness is defined as “The degree of reproduci-
bility of test results obtained by the analysis of the
same sample under a variety of normal test condi-
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tions, such as different laboratories, different ana-
lysts, different instruments, different lots of
reagents, different elapsed assay times, different
assay temperatures, different days, etc.” This defi-
nition is different from that originally introduced
by Youden and Steiner [3] under the term rugged-
ness, which in analytical chemistry is mainly
called robustness and in which one evaluates the
influence of small changes in the operating condi-
tions. The use of two-level screening designs such
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as Plackett—Burman [4] and fractional factorial
designs [5], that are generally applied in robust-
ness testing, is impossible when testing ruggedness
as defined by the USP because impossible factor
and level combinations could be required in these
designs and the evaluation of a factor at more
than two levels is recommended [6,7].

Nested designs [8,9] could then be an alterna-
tive and their use and analysis, called nested anal-
ysis of variance (nested ANOVA), are examined
here. An example of a nested design is given in
Fig. 1. The design is called nested because the
subordinate classification is nested within the
higher classification level. It is said that the levels
of a factor (e.g. the analysts) are nested within the
levels of another factor (laboratories in Fig. 1) if
every level of the first factor appears within only
one level of the second. This means, for instance,
that each analyst appears only in one of the
laboratories.

Nested designs can, according to the ISO (In-
ternational Organisation for Standardisation)
guidelines [9], be used in method validation for
the analysis of intermediate precision estimates.
The potential factors to be examined in the nested
designs are then time, calibration, operator and
equipment. These factors, together with other
non-procedure related factors, as for instance
batches and manufacturers of reagents, laborato-
ries, and factors related to chromatographic
columns (see USP definition) could also be con-
sidered in a ruggedness test set up following the
USP definition. The factors examined in this kind
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of ruggedness test are mainly qualitative which
explains why preferably they are examined at
more than two levels.

In this study several nested designs were per-
formed on the high performance liquid chro-
matography (HPLC) assay of the USP XXII for
tetracycline HCI [1]. Only fully-nested (i.e. not
staggered-nested designs) were examined [9]. The
former ones are designs similar to the one shown
in Fig. 1 while the latter ones are analogous
designs but with some branches missing. The in-
terpretations for nested designs, as described in
the literature, were considered. We studied which
interpretations were appropriate to make com-
parisons for the results of similar responses, both
within (e.g. measured on different peaks) and
between designs (e.g. on the same peak but in
different designs). In analogy with the normalised
effects in screening designs [10,11], the required
interpretation criterion should for instance give
comparable values when a factor is examined in
different designs, regardless of the other factors
examined in those designs.

2. Theory

An example of a nested design is given in Fig.
1. For the interpretation of such a design, an
ANOVA table is created, as is shown in Table 1
for the design of Fig. 1. Details about the calcula-
tion of the different terms can be found in Refs.
[8,9]. In Fig. 1 the symbols a,b,c and n represent

Laboratory3 a=3

Anal.6 b=2

°
.

I
o
Dayl6é Dayl7 Dayl8 c=
i 2 |
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Fig. 1. Hypothetical design for a nested ANOVA in which the factors laboratories, analysts, days and replicates are examined.
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Table 1
ANOVA table for the nested design of Fig. 1*

Source of variation df SS MS F-value Critical F-value (o =0.05)
Among laboratories a—1 SSin MS,,, MSy
F[37 La(b—1)]
MSanal
Analysts within laboratories ab—1) SSanal MS, MS,hal
v F[a(bf 1),ab(c—1)]
MSday
Days within analysts ab(c—1) SSgay MSy.y MSgy,y
s F[ab(cf 1),abc(n—1)]
. - MS,
Replicates within days abc(n—1) SSrepl MS, e repl
Total aben—1 SSiotal MS i

Expected MS
Among laboratories
Analysts within laboratories
Days within analysts
Replicates within days

2 2 2
repl +n.s day + n.C.83nal

2 2 2 2
Srepl F 1S Gay H1.C.8 g0 H1.C.DSTy,

a df, degrees of freedom; SS, sum of squares; MS, mean square; o, significance level; s7, variance of a factor i.

the number of levels of a factor nested within the
above ranked factor. In the following the interpre-
tations of nested designs as described in the litera-
ture [8,9] are given. These interpretations are
based on F-tests, estimation of the variance of
each factor and expressing these variances relative
to the sum of all variances.

A first interpretation criterion is the use of an
F-test in which mean square values, which are in
fact variances, are compared. The F-values for the
factors are obtained by dividing the mean square
(MS) of a factor with the MS exactly below it in
the table. In these tests it is verified if a factor
situated at a higher level in the hierarchical struc-
ture of the design causes a significant increase in
the variance compared to the variance caused by
all factors situated below.

In a second approach the variances of the dif-
ferent factors (s?) are estimated. From the esti-
mated mean square (M.S) values and the formulas
for the expected mean square (Table 1), one can
estimate the different variance components. For
the example of Fig. 1 this gives:

MSrepl :S?epl (1)

MSdays - MSrepl

MSdayS =
n

2 2 2 —
Srepl + n'sdays - Sdays -

()

— 2 2 2 o2 2
MSanal - Srepl + n'sdays + N.C.83nal = Sanal

Sanal - MSdays

=—" = 3)
n.c
MS,up, = Stept + 1.8 Gays + 1.C.8 o + 1.C.D.S T, = ST,
_ MSlab — MSanal (4)
n.c.b

A third approach is the use of the relative
magnitude of the variance components. For in-
stance, one determines
St % 100,

S2
Wlth S2 = S%cpl + sglays + sinz\l + Slzab'

In ruggedness testing, we consider the variance
estimated for each factor as most interesting. In
analogy with the effects [12] calculated from
screening designs (which can also be expressed as
variances [5]), these variances give information
about the influence of a factor on a response. The
knowledge of these influences allows one to con-
trol or standardize the most important factors by
including a ‘precautionary statement’ [13] in the
method description, in case a method is found not
to be robust.

The ISO guidelines [9] require, in another con-
text (intermediate precision estimation), that fac-
tors most affected by systematic effects should be
arranged in the highest ranks of the hierarchy and
those affected most by random effects should be

)
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in the lowest ranks of the design. This may not
seem important in the case of fully-nested experi-
ments due to its symmetry [9]. The lowest factor is
considered to have a residual variation.

3. Experimental

3.1. Substances

A tetracycline HCI (TC) standard with a purity
of 98.2% and a tetracycline sample also contain-
ing 3% 4-epitetracycline HCl (ETC), 2% 4-epi-
anhydrotetracycline HCl (EATCO), 0.9%
2-acetyl-2-decarboxamidotetracycline HCl
(ADTC) and 3% anhydrotetracycline HCI (ATC)
were used. The pure substances were obtained
from Acros Chimica (Beerse, Belgium). Potassium
nitrate, ammonium oxalate, dibasic ammonium
phosphate and N,N-dimethylformamide (DMF)
of GR (pro analysis) quality, as well as dimethyl-
formamide of HPLC quality were used.

3.2. Laboratories and instruments

The participating laboratories were (a) Labora-
tory for Pharmaceutical and Biomedical Analysis,
Pharmaceutical Institute, Vrije Universiteit Brus-
sel, Belgium; (b) Laboratory for Pharmaceutical
Chemistry and Drug Analysis, Institute for Phar-
maceutical Sciences, Katholieke Universiteit Leu-
ven, Belgium, and (c) Wetenschappelijk Instituut
Volksgezondheid—Louis Pasteur, Brussels, Bel-
gium. The HPLC instruments used in lab (a) were
(1) a Varian model 500 Liquid Chromatograph
(Varian, Palo Alto, CA) with a Perkin-Elmer LC
90 UV spectrophotometric detector (Perkin-
Elmer, Norwalk, CT) and a Merck Hitachi D-
2000 Chromato-integrator (Darmstadt,
Germany), and (2) a Merck Hitachi L-6000A
pump with a Merck Hitachi L-4200 UV-VIS
detector and a Merck Hitachi D2000 Chromato-
integrator. The injectors were from Rheodyne
(Cotati, CA). In lab (b) instrument (1) consisted
of a L-6200 pump Merck-Hitachi with a Valco
model CV-6-UHPa-N60 (Houston, TX) injector,

a Model 441 (Waters, Milford, MA) detector and
a HP 3396 Series II (Hewlett-Packard, PA) inte-
grator, and instrument (2) of a Model 6000A
(Waters, Milford, MA) pump, a Valco injector
model CV-6-UHPa-N60 (Houston, TX) injector,
a L-4000 UV (Merck-Hitachi) detector and a HP
3396 A (Hewlett-Packard, PA) integrator. In lab
(c) instrument (1) consisted of a Waters 625 LC
System with a Waters 990 PAD detector and a
Marathon Autosampler (Spark Holland, Emmen,
The Netherlands), while instrument (2) was a
Waters 600-MS pump, a Waters 996 PAD detec-
tor, a Waters 717 Plus autosampler and the Wa-
ters Millenium Software. The injection volume
was 20 pl and detection was performed at 280 nm
on each of the instruments.

3.3. Chromatographic conditions

The columns were all Alltima (Alltech,
Deerfield, IL) C-8, 5 um, 25 cm x 4.6 mm i.d.
columns from the same batch. Within each labo-
ratory four columns were used. The mobile phase
consisted of 0.1 M ammonium oxalate, dimethyl-
formamide and 0.2 M dibasic ammonium phos-
phate (680:270:50, V/V/V). The pH was adjusted
to 7.65 with 3 N ammonium hydroxide or with 3
N phosphoric acid. The mobile phase was filtered
through a 0.5-pm membrane filter or finer poros-
ity and sonicated prior to use. The flow rate of the
mobile phase was 1 ml/min.

3.4. Standard and sample solutions

A standard solution with concentration 0.5 mg/
ml was prepared by dissolving the TC standard in
a solvent consisting of 0.1 M ammonium oxalate
and DMF (680:270, v/v). Potassium nitrate (1
mg/ml) was added to the solvent in order to
determine the dead time. A sample solution, also
with concentration 0.5 mg/ml, was prepared by
dissolving the TC sample mixture in solvent.
Daily one standard and two sample solutions
were prepared and, between injections, stored in
the dark at room temperature. These solutions are
injected in both instruments under the conditions
required for the different designs.
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3.5. Designs

Several nested designs have been performed
(Fig. 2). In Fig. 2a the influence of the factors
analysts (a=3), instruments (b=2), columns
(¢c=2), days (d=3) and replicates (n=2) was
examined. The experiments were performed
within the same laboratory by three analysts.
Four columns were used that were randomly dis-

tributed within analysts and instruments but in
such a way that each analyst used each column
once. In the design of Fig. 2b, the factors manu-
facturer of DMF (a=2), instruments (b=2),
columns (¢ =2), days (d=3) and replicates (n =
2) were included. The design of Fig. 2¢ contains
the factors laboratories (a = 3), instruments (b =
2), columns (¢=2), days (d=3) and replicates
(n=2).

(a) Analyst] Analyst) Analyst3 a=3
Instry Instrp Instry Instrp Instry Instrp b=2
Column]  Column) Column3 Colm c=2
— 1
Day) Dayp Day3 Day1 Day) Day3 d=3
Reply Replp Reply Replp n=2
(b) DMF DMF; a=2
Instry Instrp Instry Instrp b=2
Column;  Column) Column3  Columng c=2
I I I [ I I
Day1 Day) Day3 Day1 Day) Day3 d=3
Reply Replp Reply Replp n=2
(c) Laby Lab) Lab3 a=3
Instry Instry Instr3 Instrs Instrs Instrg b=2
Cohimnl Coh.1mn2 Columnj] Columnip c=2
[ | n | |I -
Dayy Day) Day3 Day Days Day3 d=3

Reply Replp

1
S

Reply Replp n

Fig. 2. The different executed nested designs.
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3.6. Measured responses

For each design experiment, the standard and
the two sample solutions were injected. Several
responses were determined in each design experi-
ment such as the retention times, peak areas and
peak heights, capacity factors, relative retentions
(with the ETC peak as reference peak), resolu-
tions between ETC-EATC and EATC-TC, the
peak widths at half height, and the contents of TC
and degradation products in the sample solution.
The content of TC is expressed as the percentage
TC occurring in the sample, while the contents of
the degradation products are expressed as frac-
tions of the TC peak areas or heights.

The nested design interpretations and the influ-
ences of the examined factors on these responses
were determined using Microsoft Excel 4.0
spreadsheets and the statistical software package
Statgraphics® Plus 6 [14].

4. Results and discussion
4.1. Description of the problem

A nested design set up to perform a ruggedness
test will not always fulfill all requirements spe-
cified in the literature because, for practical rea-
sons, it is often not feasible. The requirement that
in a nested design each level of a factor occurs
only once in the level of another factor, for in-
stance, is not always fulfilled since it would re-
quire an unreasonable number of columns and
instruments. Therefore often a design is created
which is situated between a pure nested design
and a pure multi-way ANOVA design. This can
also be observed in the designs we executed (Fig.
2).

Another requirement [9], namely that the fac-
tors affected most by systematic effects should be
ranked highest in the nested hierarchy and those
affected most by random effects in the lowest
ranks, is not always fulfilled either since one does
not always know in advance which are these
factors. Otherwise a ruggedness test would not be
necessary. A design, where one can presume that
lower ranked factors have a higher influence on a

number of responses than higher ones, is that of
Fig. 2b, where it can be expected that the factor
instruments will affect some responses to a larger
extent than the factor manufacturer of DMF.

Moreover, since different responses are mea-
sured for the experiments, the same factor will not
always be the most important for the different
responses. This means that it can happen that for
one response a higher ranked factor will be af-
fected most by systematic effects, while for an-
other it will be a lower ranked one.

The interpretation methods given in Section 2
(F-test, estimating individual variances and ex-
pressing relative magnitude of variances) were
tried out for the different responses. The interpre-
tation approach in which the variances of the
different factors are estimated is discussed below.
The two other approaches, i.e. the determination
of the relative variance components and the F-
tests, are not discussed since their results were
found to be of minor interest in the context of
ruggedness testing, as was already expected.

In earlier presented work on screening designs
applied in robustness testing [10], it was found
that the estimated effects of a factor, examined at
the same levels in different screening designs, are
similar. It was studied in this work if the variances
estimated for a factor examined in different nested
designs at a given number of levels also are simi-
lar. This means that it is verified if the variance
estimates are similar for the same set of, for
instance, chromatographic columns examined in
different nested designs and occasionally situated
at different ranks in those designs. However, from
our experiments, very frequently negative variance
estimates for some examined factors were ob-
tained. The results for the variances calculated on
a response measured in the design of Fig. 2c are
given in Table 2. In this table, the MS values for
the different factors are also shown. The calcu-
lated MS values are expected to increase from the
lower to the upper level in the design (see formu-
las for expected MS in Table 1 and Egs. (1)-(4)),
because, when going to a higher level, a positive
term is added to the MS of the lower level (Table
1), so that the variances calculated with equations
similar to Eqgs. (1)-(4), are expected to be
positive.
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Table 2

Variances and MS-values for the design of Fig. 2¢c, estimated for some responses®

Source of variation Variance on MS-values

k' (EATC) k' (TC) k' (EATC) k' (TC)
Laboratories 0.0114 0.0376 0.2944 0.9433
Instruments —0.0129* —0.0284* 0.0205 0.0404
Columns 0.0261 0.0530 0.1751 0.3806
Days 0.0091 0.0310 0.0185 0.0624
Replicates 0.0004 0.0004 0.0004 0.0004

a k', capacity factor.
* Negative variance estimates.

It was observed that the above described re-
quirements for MS and the variances often were
not fulfilled. If a factor has a considerably smaller
influence on a response than the one situated
below it in the design, the MS calculated for it
drops to a low value (Table 2). As a consequence
the variance estimated for this factor is negative
(Table 2). This can be observed in our example of
Table 2, where the columns cause a much larger
variation in the measured capacity factors than
the instruments. Some statistical software pack-
ages (e.g. Statgraphics® Plus 6 [14]) systematically
display each negative variance as zero. However,
in our opinion, the variance of such a factor is not
necessarily zero or negligible, as we will try to
demonstrate further.

4.2. Alternative interpretation method

To avoid such problems an alternative interpre-
tation method was proposed. It is based on
pooled variances. For the design of Fig. 1, the
pooled variance of the replicates was calculated
by pooling all variances for replicates within days.
Consecutively the average results for each day are
calculated. The variance component of the days is
then calculated as the pooled variance of those
averages within analysts. The variances for ana-
lysts and laboratories are calculated in a similar
way. By applying this method no negative vari-
ances can be obtained. When pooling the vari-
ances it is presumed that they are equal. However,
given the low number of degrees of freedom with
which a particular variance usually is estimated in

a nested design, occasional differences are anyway
difficult to demonstrate.

The idea to introduce this interpretation was
based on the calculation of effects in screening
designs. These effects are calculated in such a way
that when the effect of a factor is calculated, the
influence of all other factors is canceled. In the
nested designs, we tried to obtain a similar phe-
nomenon by evaluating the pooled variance at the
lowest rank, then eliminate its influence by taking
the average results within the different levels of
the above rank and consecutively evaluate the
influence (variance) of the second lowest rank, etc.

The same results as with the pooled variances
are obtained from the ANOVA table by dividing
the MS of a factor with the number of replicates
within this factor. For the design of Fig. 1 this
gives:

s?epl = MSrepl (5)
MSge  MSiaye
Shus = = (6)
MS, MS,
2 anal anal
= _ —— 7
S anal n.c 12 ( )
MS, MS,
2 lab lab
= ——lab 8
Slab =T b 24 ®

4.3. Analysis of simulated data

For a given design with a given grand mean
and certain given variances for the different fac-
tors (Table 3), experimental results were simu-
lated. Four factors, A, B, C and N (Fig. 3) were
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examined in the design and the number of levels
were a=3, b=2, ¢=3 and n=2 respectively.
The simulated data were then analysed applying
both interpretation methods. The results are
shown in Table 3. In Table 3(a) it can be seen that
the method based on the pooled variances gives
an estimate for the variances of the factors that is
similar to the one originally entered, which is not
the case for the literature method. When increas-
ing the variances of factors B and N (Table 3(b))
the literature method yields a variance estimate
for the factor above it in the hierarchy which is

Table 3
Variance estimates for some simulated design results®
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too low or even becomes negative, which is not
the case for the pooled variance method.

As already mentioned earlier, not always all
requirements for nested designs are fulfilled. Sup-
pose, for instance, that the factors from Fig. 3 are
instruments (A), analysts (B), columns (C) and
replicates (N) and that three instruments, two
analysts and six columns were available (Fig. 4).
In this example one has an intermediate situation
between a nested and a multiway ANOVA. Both
designs in Fig. 4 contain the same factor combina-
tions, i.e. they require the same experiments.

Source of variance Entered variances

Estimation of the variance components

Literature method Pooled variances method

(a) Factor A 21.13 12.22 21.16
Factor B 17.83 15.54 17.88
Factor C 7.00 1.78 7.02
Factor N 10.46 10.49 10.49
(b) Factor A 21.13 0.73 21.16
Factor B 40.80 38.52 40.86
Factor C 7.00 —3.22 7.02
Factor N 20.46 20.48 20.48
(c) Factor B 17.83 10.83 17.88
Factor A 21.13 18.82 21.16
Factor C 7.00 1.78 7.02
Factor N 10.46 10.49 10.49
(d) Factor C 7.00 —1.92 7.02
Factor B 17.83 10.83 17.88
Factor A 21.13 15.92 21.16
Factor N 10.46 10.49 10.49
2 The grand mean of the designs was always defined to be 100.
Al A2 A3 a=3
B; Bs B3 B4 Bs Be b=2
I | I I I I
C1 C2 C3 Cie6 C17 Cig c=3

Fig. 3. Design used in the simulations.
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Instry Instrp Instr3 a=3
Analyst]  Analyst) Analyst]  Analyst) Analyst;  Analystp b=2
Fr 1 17T 1T [ 1 | | I I B |
Ci C C3 C4 C5 Cg¢ Cp C3 C4 C5 C¢ C C3 C4 C5 C¢ C C c=3
Ni N2 N335 N3¢ n=2
Analyst] Analystp
] , ]
| 1 1 | | |
Instr] Instrp Instr3 Instry Instrp Instr3
] ] ]
[ I 1 L [ I [ [
Ci G2 G dz 63 C4 C3 C4 Cs Cs Cs C|6 Cls Ce él Ce él éz
N N2 ‘ N35s  N3g

Fig. 4. Two designs requiring the same experiments but between which analysts and instruments are switched. C, column; N,
replicate.

Instry Instrp Instr3 a=3
Column];  Columnp Column]  Column) Column]  Column) b=2
I bl

Al A|2 A|3

>
e >

2 A3 A1 Ap A3 A1 Ay A3 A1 Ay A3 A1 Ay A3 c=3

. . . . . . . . . . . .

Nj N2 N3s N3¢ n=2
Analyst] Analysty Analyst3 a=3
Column];  Columnp Column;  Columnjp Column;  Columnjp b=2
] ] ] ] —
o | o | | | | | | | | |
I In I3 I Ip I3 I Ip I3 Iy b I3 Iy Ip I3 I Iph I3 c=3
—L : : : : H H : : : : : : : :

Fig. 5. Two designs requiring the same experiments but between which analysts and instruments are switched. Analysts and
instruments situated in different levels compared to Fig. 4. A, analyst; I, instrument; N, replicate.
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However when treating both designs according to
the literature method, different variance estimates
are obtained while the pooled variance method
leads to exactly the same estimates (Table 3(a)
and (¢)).

The design of Fig. 3 can be considered a pure

multiway ANOVA design for three instruments,
two columns and three analysts (Fig. 5a). In that
case Fig. 5b represents the same experimental
set-up. However treating them according to the
nested design interpretation again leads to differ-
ent variance estimates while the pooled variances
approach showed similar results between both
set-ups (Table 3, (a) and (d)).

4.

4. Analysis of experimental data

The results of four different designs performed

Table 4
Results for four nested designs for the responses peak areas of TC and EATC?

with the TC method are shown in Tables 4 and 5.
The designs are shown in Fig. 2. Since in one of
the laboratories several analysts performed the
same experiments (Fig. 2a) it is possible to create
three designs equivalent to the one given in Fig.
2c. The variances and percent relative standard
deviations (R.S.D.) estimated with both interpre-
tations for two of these three are shown in Table
4 (cl and c2). In the R.S.D. values, the standard
deviations were expressed relative to the grand
mean of the design. From Table 4 it can be
observed that the pooled variance method does
not yield negative values while the literature
method does. For these latter, no R.S.D. values
were calculated (*** in Table 4).

Designs cl and c¢2 include the factor laborato-
ries while designs a and b are performed within
one lab. This explains for instance why the s3

nstr

Design  Source of EATC peak TC peak
variance
Literature method Pooled variances Literature method Pooled variances
method method
52 R.S.D. 52 R.S.D. 52 R.S.D. 52 R.S.D.
a Analysts —2.8E+10 HEE 7.82E+08 6.35 —3.0E+13 HoAk 1.40E+12 7.73
Instruments 5. 76E+10  54.53 5.77E+10 54.56 6.50E+13 5347 6.50E+13 53.50
Columns 2.05E+07 1.03 1.38E+08 2.67 1.40E+ 10 0.77 1.50E+11 2.57
Days 2.64E+08 3.69 3.51E+08 4.26 3.50E+11 3.94 4.10E+11 4.26
Replicates 1.74E+08 3.00 1.74E+08 3.00 1.20E+11 2.28 1.20E+11 2.28
b DMFs —2.5E+10 HokE 1.64E+07 0.99 —2.6E+13 Hokk 1.41E+10 0.86
Instruments S.05SE4+10  54.60 5.06E+ 10 54.65 S29E+13 5246 5.30E+13 52.53
Columns —24E+07 HokE 1.83E+08 3.28 3.22E+10 1.29 2.82E+11 3.83
Days 5.61E+08 5.75 6.20E+08 6.05 6.88E+11 5.98 7.48E+11 6.24
Replicates 1.18E+08 2.64 1.18E+408 2.64 1.21E+11 2.51 1.21E+11 2.51
cl Laboratories 246E+12 116.40 2.93E+12 126.88 297E+15 11643 3.58E+15 127.69
Instruments 9.28E+11 7143 9.28E+11 71.44 1.2IE+15 74.14 1.21E+15 74.14
Columns —1.6E+08 Hrx 1.55E+08 0.92 —2.8E+11 Hokok 1.91E+10 0.29
Days 2.08E+08 1.07 9.49E 408 2.28 481E+11 1.48 8.88E+11 2.01
Replicates 1.48E+09 2.85 1.48E+09 2.85 8.13E+11 1.92 8.13E+11 1.92
c2 Laboratories 2.50E+12  118.56 2.96E+ 12 129.01 3.04E+15 119.14 3.63E+15 130.36
Instruments 9.21E+11 71.91 921E+11 71.92 1.20E+15 74.84 1.20E+15 74.84
Columns —1.8E+08 ok 2.21E+08 1.11 —2.6E+11 Hokok 1.53E+11 0.85
Days 4.81E+08 1.64 1.21E+409 2.61 8.29E+11 1.97 1.24E+12 2.41
Replicates 1.46E +09 2.86 1.46E+09 2.86 8.20E+11 1.96 8.20E+11 1.96

# The letters to indicate a design refer to those given in Fig. 2.
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Table 5
Results (R.S.D. values) from the pooled variance method for a number of responses®
Design  Source of vari- Responses
ance
[EATC] [TC] K'(EATC) Kk'(TC) tx(TC) RYEATC-TC)® R(EATC-TC)® W(TC)
a Analysts 1.39 1.91 7.04 7.50 4.72 15.12 13.52 3.21
Instruments 1.82 0.93 4.21 4.26 3.02 8.52 9.14 4.21
Columns 1.51 1.40  8.08 8.92 6.44 8.62 7.88 4.85
Days 1.57 2.95 4.27 5.58 3.88 13.15 11.50 4.08
Replicates 2.08 2.09  0.69 0.55 0.36 1.83 1.70 1.64
b DMFs 0.02 0.26 2.47 3.07 2.05 4.07 3.48 1.73
Instruments 2.48 0.64 539 5.27 3.69 8.32 8.71 3.44
Columns 0.64 1.02 2.62 3.83 2.06 10.88 10.12 2.36
Days 1.14 1.89  2.80 1.63 1.19 10.20 9.38 3.34
Replicates 1.53 2.25 0.64 0.39 0.28 1.80 1.54 1.69
cl Laboratories 0.61 1.61 4.77 6.12 6.48 16.60 14.85 6.81
Instruments 3.12 0.80 1.78 1.79 1.24 3.06 2.83 2.94
Columns 1.77 0.62 7.36 7.77 5.80 5.74 5.36 5.10
Days 3.22 245 415 5.45 3.98 8.01 6.98 4.56
Replicates 2.08 1.68 0.81 0.64 0.54 1.31 1.45 1.33
c2 Laboratories 1.17 036  7.20 12.54 9.71 28.35 25.34 7.57
Instruments 3.10 0.57 3.20 3.09 2.24 4.08 3.89 1.55
Columns 1.37 0.79 1.99 2.15 1.48 3.42 3.10 3.00
Days 3.10 1.57 3.68 3.45 2.61 5.50 5.10 4.10
Replicates 1.63 .72 0.77 0.57 0.50 1.17 1.16 1.21

4 [EATC], [TC], content of EATC and of TC; k', capacity factor; t, retention time; R, resolution; W, peak width at half height.
® Resolutions of the two columns R(EATC-TC) were calculated differently (see text).

(R.S.Dy,,) 1s larger in designs cl and c2. Direct
comparisons of R.S.D. values between designs cl
and c2 on the one hand and designs a and b on
the other are difficult because the grand means of
these designs are quite different since some factors
(qualitative ones!) were examined at different
numbers of levels. However when comparisons
are made within designs cl and c2 on the one
hand, and within designs a and b on the other, it
is observed that similar R.S.D. values are ob-
tained. Similar R.S.D. values for a factor are also
found within one design but for different peaks.
This is not the case when applying the interpreta-
tion from the literature.

From Table 4 it can be observed that for the
important factors both methods give similar re-
sults. For less important factors considerable dif-
ferences can be seen between both methods,
especially when such a factor is situated in the
hierarchy of the design above an important one.

In Table 5 the R.S.D.-values obtained from the
pooled variance method for a number of re-
sponses are given. The responses were determined
from chromatograms as shown in Fig. 6, obtained
for the standard and sample solutions. The re-
sponses for which results are given are the con-
tents of EATC and TC, the capacity factors of
EATC and TC, the retention time of TC, the
resolution between EATC and TC determined in
two different ways, and the peak width at half
height of TC. The results for the peak areas of
EATC and TC were already shown in Table 4.
The resolution (R,) was determined in the first
column (b) according to the equation

1 kiEATC >
l 1) /N ——EATC
4< ) TC( Eatc + 1
where k' is a capacity factor and Ny the number

of theoretical plates derived from the TC peak,
and in the second column (b) according to

’
TC

Ry =

©)

’
EATC
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Fig. 6. Chromatogram obtained under the conditions described in the text, (a) for the standard solution, and (b) for the sample
solution. AUFS, 0.032. ETC, EATC, TC, ATC, see text; DMTC, demethyltetracycline.

_ 1.177(trc — teatc)
* Wearc+ Wic

where ¢ is a retention time and W a peak width
at half height.

From Table 5 it can be observed, from com-
parison of the variances of the factors with that
of the replicates, that in the four designs, none
of the factors had an important effect on the
contents determined for EATC and TC. From
comparison of the results for the capacity factors
it is again observed that within one design, simi-
lar results are obtained for the two peaks. The
differences that for certain factors occur between
designs can be explained by the influence that the
ageing of the columns had on the considered
response since no correction for their drift [15,16]
was made.

(10)

5. Conclusions

The interpretation of nested designs, described
in the literature, causes problems when these de-
signs are performed for ruggedness testing pur-
poses. Therefore an alternative interpretation was
proposed. This pooled variance method worked
properly in our case study.

The R.S.D. values obtained with the pooled
variances method remain constant when a factor
is examined in different designs, when examined
at the same levels, and also for different peaks
within one design. This in analogy with the use of
normalised effects in screening designs [10,11].

Setting up a ruggedness test by means of a fully
nested design is often not feasible for practical
reasons. It requires many experiments while, in
general, one tries to minimize this number [17]. It
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may be more interesting to try staggered-nested
designs which are also called nested designs with
unequal sample size [8]. This kind of design could
then be used to interpret some aspects of the
ruggedness of a method without having to execute
a fully nested design. One could use the measure-
ments which have to be carried out for other
method validation purposes to create a staggered-
nested design. For instance there are repeatability
measurements that could be combined with mea-
surements at different days, performed by differ-
ent analysts and/or on different instruments, with
different columns, etc. to form a staggered-nested
design. The interpretation described in the litera-
ture for the staggered-nested designs is even more
complicated than for the fully nested ones. In
particular, the determination of the numbers of
degrees of freedom is not evident. Therefore it
would be worthwhile to evaluate a similar inter-
pretation as proposed here, based on the pooled
variances.

Another possibility to examine a limited num-
ber of factors at, for instance, three levels while
the majority are at only two, and that could be an
alternative for the nested designs, are the so-called
asymmetrical fractional factorial or asymmetrical
screening designs [18,19]. In those designs one has
the possibility to evaluate the effect of the differ-
ent factors when these factors are studied at dif-
ferent numbers of levels.
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